8.4-5: Linear Systems

General Form:

ar11(t)xr1 + .. + a1n(t)xn + f1(2)
az1(t)x1 + - + aon(t)xn + f2(t)
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r = ap(D)ar 4+ -+ ann(E)zn 4 fult)

o a;;(t), f;(t): known functions
on interval I: a<t<pj
Matrix-vector notation:

X = [ml,...,xn]T
ft) = [f1(®),.... f@®]"
A(t) = la;;(D)]nn
x' = A(t)x + f(t) (1)
e (1) is homogeneous if
f(¢) =0
e (1) is nonhomogeneous if
f(t) #0

e (1) has constant coefficients
if a;;(t) = a;; are constants

Initial Value Problem:

x/ A(t)x + f(t
() + £(2) } (2)
x(to) X0
Thm.: If a;;(t), f;(t) are con-
tinuous on I and tg € I, then

(2) has a unique solution on 1.
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vV = wu-—4sint
iSs nonhom., non-constant coefs.:

=] = w0=] 2,

EXx.:

Ex. - {u’ = cos(t)v }

' = xy, vy = x is nonlinear
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Superposition Principle for Homogeneous Systems (8.5)

x' = A(t)x (3)
Alax 4+ By) = aAx + Ay =

T hm.:

If x1(t),x>(t) are solutions of
(3) and ¢y, co are arbitrary
constants, then

x(t) = c1x1(t) + coxo(t)
IS also a solution.

(Superposition Principle)

Superposition principle does in
general not hold for
e nonlinear systems

e honhomogeneous linear
systems

Ex.: 2’ = 2?2 — solution z(t) = —1/t.
y(t) = —x(t) = 1/t is not solution,
because y' = —1/t2?, y?> = 1/t2.

EX.: 2’ =z —1 — solution z(t) = 1.
y(t) = 0-x(t) = 0 is not solution.

] , I
Ex.: x = Ax, A-[Q 1]

—t t
a@=| 0| oeo=| 5]
are solutions (verify by substitution)
e—t €3t
= x(t) = c1 [ et ] + c2 [ o3t ]
is solution for any ci1,co. Rewrite:

xO=| 1 Gfe o=

C2

Consider IC: x(0) = x0 =

x(0) = [ !

C = X

1

L
Invert matrix: ¢ = 2 [ 1 -1 ]xo
for any xo

= unique solution
ed.. xo=[3,-1]" = c=[2,1]' =

2 —1 3t
X0 =2 +xa) = | 3T



Linear Independence, Fundamental Set of Solutions (8.5)

Basic Existence and Uniqueness Theorem =
Thm.: Assume x1(t),...,x(t) are k solutions of

x' = A(t)x, x€R" (3)
for ¢ on I and that a;;(t) are continuous on I. Let tg € I.

1. If there are constants cq,...,cg, not all O, such that
c1x1(to) + - + cxi(to) = 0, then c1x1(¢) + -+ - + % (t) = 0.
2. If the vectors x1(tg),...,x,(tg) are linearly independent, then
x1(t),...,xi(t) are linearly independent for any t on I.

Def.: (Fundamental Set) Assume xq1(t),...,xn(t) are n solu-
tions of (3) on an interval I on which A(t) is continuous.
x1(t),...,xn(t) are called a fundamental set of solutions if the
vectors x1(t),...,xn(t) are linearly independent for all t on 1.

Note: Thm. = it is sufficient that x1(¢g),...,xn(tg) are linearly
independent for some tg.




Solution Strategy (8.5)

e Find fundamental set Nonhomogeneous System:

x1(t), .., xn(t) (Ch. 9) Given a particular solution

e General solution: xp(t), any solution x(t) of
w(8) = ey (£ - onn (i) x' = A(t)x + £(t)
e Rewrite this as can be written in the form
x(1) = X(e x(t) = xp(t) + X (t)c
cC = [C]_, “oey Cn]
X(t) — [Xl(t), ce ,Xn(t)] Ex.: x' = [ é i ] x. Solutions:
e X(t) (nxmn) is called ot o3t
fundamental matrix x1(t) = [ ot |0 X2(t) = [ o3t ]
e Match c to IC: vy | et e
x(to) = X (to)e = xq = x0=| & G|
-1
= c = (X(to)) X0 Wronskian of x1(t),x2(t):

det(X (¢))

Wronskian: W(t) = det(X(1))| "W = ¢ +e e =262 # 0

Condition for linear
independence: W(tg) # 0 = X (t) is fundamental matrix.

4



Worked Out Examples from EXxercises
Ex. 8.4.13: If possible, place system in form (1), if not possible explain why.

—2x1 + zc%
31 — x>

Ex. 8.4.14: Same as Ex. 8.4.13

—2x1 + 3txo 4 cost | | 2 3t T |y Cost
z1 — 4tas + sint Tl | T 1t —4 || ao (sint)/t

EXx. 8.5.4: Rewrite system using matrix notation

r _
{xl ; xQ}%X’zAxwithA:[O 1]

} cannot be placed because it is nonlinear.

—N—
8 8
N~
|l

—N—
~

8 &
N~
|1l

T 1 0]

EXx. 8.5.6: Rewrite system using matrix notation

—x2 +Sint } X = Ax + £(1) withA:[? —é]’f(t):[sigt]

x1

—N—
8 8
NS
|l

cost sint
Ex. 8.5.10: Let x(t) = [ sin ¢ ] y(t) = [ — cost ]

Show that x(¢),y(¢) are solutions of the system of Ex. 8.5.4.
Verify that any linear combination is a solution.

1. x(t) — z1(t) = cost, xzo(t) =sint. =} = —sint = —xo, , = cost = z1: OK.

2. y(t) — y1(t) =sint, yo(t) = —cost. y| = cost = —yo, y5, =sint = y;: OK.

3. (a1x(t)teay(t)) = eax/(t) +c2y'(t) = c1Ax(t) +c2 Ay (1) = A(c1x(t) +c2y (1))
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Ex. 8.5.12: Let x,(t) = 3

[ tsint — cost ]
5

—{ COSt

Show that x,(t) is a solution of the system of Ex. 8.5.6. Further show that
z(t) = x,(t) + c1x(t) + c2y(t) is also solution, where x(t),y(t) are from
Ex. 8.5.10.

1. x,(t) — x1(t) = (tsint — cost)/2, x2(t) = —(tcost)/2.

a: z7(t) = (tcost+sint)/2 + (sint)/2 = (tcost)/2 4 sint
—x2(t) +sint = (tcost)/2 + sint: OK

b: x5(t) = —(cost)/2 4 (tsint)/2 = z1(t): OK
2. 7'(t) = x,(t) + c1x'(t) + c2y'(t) = (Axp(t) + £(1)) + c1Ax(t) + c2Ay(t)
= A(xp(t) + a1x(t) + c2y(t)) + £(¢)) = Az(¢) +£(2)

e

Suppose that yi1(t), y2(t) are solutions of a homogeneous linear system.
Further suppose that x(¢) is a solution of the same system with IC
x(0) = [1, —1]T. Find c1,co such that x(t) = c1y1(¢t) + coy2 ().

Let Y () = [y1(),y2(t)] = Y (0) = [ ? 1 ]

—t 2t
Ex. 8.5.18: Let y1(t) = [ Qz_t ] y2(t) = [ th ]

:>c=(Y(0))1x(0)=[_} _é”_”:[_gl =2, =3
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—et 0 th
Ex. 8.5.19: Let y1(t) = | —et |, y2(t) = | =€ |, y3(t) = 0
et el De2t

yv1(t),y2(t),y3(t) are solutions of a homogeneous linear system. Check linear
dependence or independence of these solutions.

Let Y(t) = [y1(t),y2(¢),y3(¢)]. It is sufficient to check for ¢t = 0. Wronskian:

—1 O 1
W) = det(v(0)=|-1 -1 o0
1 2 2

= (-1 3 +(—1)2+2(_1)‘ B é‘:_2+3:1

= y1(t),y2(t),ys3(t) are linearly independent for all t.

Confirm this using Matlab’s symbolic toolbox:

syms t;yl=[-exp(-t);-exp(-t);exp(-t)];y2=[0;-exp(t);2*xexp(t)];
y3=[exp(2*t) ;0;2%exp(2*t)];Y=[y1l y2 y3];simplify(det(Y))

Answer in Command Window:

>> exp(2*t)

Hence W (t) = e?! which is indeed nonzero for all t. 7



